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Abstract—Sensor network with mobile access (SENMA) is an architecture in which randomly deployed low-power sensors are orchestrated by a few powerful mobile access points (APs). This paper considers SENMA from energy-efficiency and information-theoretic perspectives. By allowing sensors to propagate data directly to mobile APs over multiaccess channels, and relieving sensors from energy-consuming network functions, SENMA has the potential of offering orders of magnitude of improvement in energy efficiency over the multihop ad hoc architecture, as demonstrated by our analysis on scalability. Optimization configurations of SENMA such as the altitude, the trajectory, and the coverage of APs are considered next, using the sum-rate as the performance metric. Optimal strategies for single and multiple APs are determined. For multiple APs, the possibility of and the gain due to cooperation (i.e., joint decoding of signals received at different APs) are investigated.
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I. INTRODUCTION

We consider sensor network with mobile access (SENMA)—an architecture for low-power and large-scale sensor networks [1] (see Fig. 1). SENMA has two types of nodes: sensors and mobile access points (APs). Sensors, often deployed randomly in large quantity, are low-cost nodes with limited processing and communication capability. For some applications, such as radio frequency (RF) tags, sensors may even be passive. The primary function of sensors includes data collection, local processing, and data delivery to mobile APs. The mobile APs, in contrast, are powerful nodes, both in their communication and processing capability and in their ability to traverse the network. Examples are manned/unmanned aerial vehicles, ground vehicles equipped with power generators, or specially designed light nodes that can hop around in the network. Mobile APs retrieve the data from sensors and deliver it to a remote control center (possibly via a satellite link). They need not always be present or operational along with the sensors; they may be called upon for data collection, or they may be embedded in the network, staying passive until called.

One can view SENMA as an “inversion” of the cellular architecture: mobile users in cellular networks correspond to stationary sensors in SENMA, stationary base stations, the mobile APs. In both architectures, the network has two types of nodes with a smaller number of powerful nodes taking the responsibility of network operations. Such a division of network function is crucial to the scalability with respect to the number of low-cost energy-constrained nodes: phones in the cellular network and sensors in SENMA.

There are several practical advantages of SENMA. At the physical layer, synchronization among sensors under the multihop ad hoc architecture can be difficult. In SENMA, however, sensors are driven by mobile APs; the presence of a strong beacon from the mobile AP significantly simplifies timing recovery and synchronization. For some applications, sensors need to know their locations. This, too, can be facilitated by the mobile APs. Different from the transmissions between low-lying antennas in ad hoc sensor networks where signal decays as the fourth power of distance [2], [3], the propagation channels in SENMA are likely to be line-of-sight, although sensors may need to transmit over a longer distance to reach the mobile APs. The medium-access control (MAC) layer of SENMA is also simplified; MAC becomes a many-to-one communication problem, allowing the use of a number of energy-efficient distributed schemes [4]–[6]. In SENMA, routing packets from one part of the network to another, if needed, can be carried out by mobile APs, relieving sensors from this energy-consuming task.

Fig. 1. Sensor networks with mobile access.
A. Summary of Results and Organization

The defining feature of SENMA is the addition of mobile APs to which sensors may communicate directly. We first focus on the benefit of such direct transmissions in terms of energy consumption. Our analysis in Section II takes into account energy spent in both transmission and listening. While the importance of the latter has been widely recognized, we show that in the absence of a perfect wake-up scheme, the cost of listening can be a dominant factor in a dense network. Specifically, we show that for a multihop ad hoc network with \( N \) sensors and under ideal MAC, routing, and hardware conditions, the energy consumed in retrieving one packet scales with either \( \sqrt{N \log N} \) (when \( N \) is increased by increasing the node density) or \( \sqrt{N (\log N)^{p-1}} \) (when \( N \) is increased by increasing the network geographic size) where \( p \) is the path-loss factor. For SENMA, on the other hand, by relaying sensors from the energy-consuming tasks of multihop routing, the energy consumed by sensors depends on the channel propagation characteristics, but not the size of the network.

We consider next the design of SENMA with aerial APs in Section III. Specifically, we examine the effect of the altitude, the trajectory, and the coverage area of mobile APs on the sum-rate of the information retrieval. We consider the capacity of SENMA following the methodology of Shamai and Wyner [7], [8], who analyzed the information-theoretic capacity of multiaccess systems. Our objective, however, is not to find the capacity; we aim to gain insights into alternatives and tradeoffs in the design of SENMA. For example, we examine the tradeoff between increasing the altitude to improve sum-rate (by allowing more sensors to access the channel) and decreasing the altitude to save power. The optimal altitude is such that there are approximately 3–5 sensors within the coverage of the mobile AP. In Section III-B, we also consider the effect of sensor density on network capacity.

In a network with multiple APs, if the APs operate independently, then signals directed to different APs affect each other as interference. APs flying apart avoids interference and maximizes capacity. When multiple APs perform cooperative decoding (joint decoding on the fly or at the control center), the APs can mimic a receiver with multiple antennas. We show that, surprisingly, the optimal strategy with cooperation is to fly together as a group at low signal-to-noise ratio (SNR) and fly separately at high SNR. Furthermore, we show that cooperation among multiple APs does not improve the capacity in the high-SNR regime. Details and relative performances of these strategies are provided in Section III-D.

We discuss the capacity versus delay tradeoffs encountered in SENMA in Section IV.

B. Related Work

The SENMA architecture is first proposed in [1]. The MAC in SENMA was considered in [4]–[6], [9], and [10]. Most of the literature on sensor networks focuses on the flat multihop ad hoc architecture (see [11] for a survey). In [12], an extension of the multihop architecture with mobile sensors is considered, and a specific MAC protocol, Eavesdrop-And-Register, is introduced that integrates mobile nodes into the network. Nonetheless, the primary network functions in [12] are not handled by the mobile nodes. In [13], the idea of using mobile nodes for message ferrying is considered, where the objective is to use mobiles to provide nonrandom proactive routes. Bansal and Liu considered the addition of mobile nodes to relay packets [14]. In [15], unmanned aerial vehicles (UAVs) are used to deploy sensors and serve as communication hubs. The settings considered in [15] are different from this paper. It is assumed that the distance among sensors is large, and a UAV is required to visit each sensor one at a time. An adaptive path-planning algorithm is proposed in [15] that finds the minimum-cost path for a UAV to visit every sensor. It has also been considered to introduce UAVs to sensor networks to serve as actuators [16] or mobile sensors [17] for target detection and tracking.

The energy-efficiency comparison between SENMA and the ad hoc architecture is first presented in [1], although the calculation there does not take into account the possibility of scaling the transmission radius according to the size of the network. The difference between previous analyses on energy consumption [18]–[20] and ours is that we explicitly account for energy consumed in both transmission and reception. The physical basis of our model comes from [21], where energy consumption is characterized at the circuit level. It is shown that the transceiver circuitry consumes two to three times more power in receiving than in transmitting.

The capacity analysis of a reachback channel [22], [23] is also applicable to SENMA, where the authors consider general correlated sources but restrict themselves to noninterfering sensors. Our capacity analysis does not include source correlation, but we explicitly consider the physical-layer aspects of SENMA, and other AP-related parameters that affect the network performance.

II. Energy-Efficiency Analysis

In this section, we study energy efficiency of SENMA as compared with the flat ad hoc (multihop) architecture. Based on an idealized network model, we aim to gain insights into the scaling behavior of the total energy expenditure of these two architectures.

A. The Network Model

Assume that \( N \) sensors are randomly and uniformly deployed on a disk of radius \( R \). The node density \( \rho \) is given by \( N / \pi R^2 \).

We analyze here the energy cost of moving one packet originated at a randomly chosen sensor to a gateway node located at the center of the sensor field (in flat ad hoc) or a mobile AP flying \( d \) meters above (in SENMA). For the flat ad hoc architecture, we assume sensors are capable of adjusting the transmission power to cover a neighborhood of radius \( r \) (see Fig. 2(a)). In SENMA, we assume that the mobile AP can position itself at specific locations and activates sensors in its coverage area of radius \( d \tan \theta \) where \( \theta \) is adjustable (see Fig. 2(b)).

We assume perfect MAC for both architectures, i.e., every transmission is successful. It should be clear that MAC is much more difficult to handle under the flat ad hoc architecture than in SENMA, and is likely to result in a more significant overhead in energy consumption. For the flat ad hoc architecture, we assume that a minimum-energy route between the chosen sensor and the gateway node has been established at no cost.
away, and $e_{\text{min}}$ the minimum energy radiated regardless of the transmission range. Note that $e_{\text{min}}$ imposes a hard limit on the minimum transmission range

$$r \geq r_0 \geq \left( \frac{e_{\text{min}}}{e_{\text{conf}}} \right)^{\frac{1}{4}}. \quad (2)$$

C. Energy Efficiency of Multihop Ad Hoc Sensor Networks

We now calculate, under a multihop ad hoc architecture, the total energy consumed by sensor nodes for moving one packet from a randomly chosen sensor to the gateway node located at the center of the network. As illustrated in Fig. 2(a), a chosen sensor broadcasts the packet, using a transmission range $r$, to its neighbors, and the one specified by the minimum-energy route will relay the packet toward the gateway node.

Let $X$ denote the distance from the chosen sensor to the gateway node. The probability density function (pdf) of $X$ is given by

$$p_X(x) = \frac{2}{R^2} x, \quad 0 < x \leq R. \quad (3)$$

The total energy $E_{\text{AdHoc}}(r)$ consumed by moving one packet to the gateway node with an optimal transmission range $r$ is given by

$$E_{\text{AdHoc}} = \min_{r \geq r_{\text{min}}} \frac{2}{R^2} \int_0^R E(x)h(x,r)dx \, dx \quad (4)$$

where $r_{\text{min}}$ is the minimum transmission range to ensure network connectivity under the hardware constraint, $E(r)$ and $h(x,r)$ are, respectively, the energy consumed in one hop and the number of hops for a packet to reach the gateway node $x$ meters away.

From [25], we know that a necessary and sufficient condition for network connectivity for large $N$ is $r^2/R^2 = \mathcal{O}(\log N/N)$. We thus have, together from (2)

$$r_{\text{min}} = \max \left\{ r_0, R \sqrt{\frac{\log N}{N}} \right\}. \quad (5)$$

With a transmission range of $r$, a sensor has, on the average, $(N-1)(r^2/R^2)$ neighbors who listen to that sensor’s transmission. We thus have

$$E(r) = E_{\text{tx}}(r) + (N-1)\frac{r^2}{R^2}E_{\text{rx}}. \quad (6)$$

For simplicity, we assume that the transmitted packet contains one bit. A lower bound\(^3\) on the number of hops $h(x,r)$ of hops is given by

$$h(x,r) \geq \left\lceil \frac{x}{r} \right\rceil. \quad (7)$$

It is shown in [26] that for $r \geq r_{\text{min}}$, this lower bound is achieved with probability (w.p.) 1, when $N$ approaches infinity.

\(^1\)Sensors may become nonfunctional due to battery depletion or other environmental factors.

\(^2\)Energy consumed in overhearing may not be the same as in receiving. For ease of presentation, we ignore this difference in the analysis. It is, however, straightforward to incorporate this difference. Obviously, it does not affect the scaling law.

\(^3\)A tighter lower bound was given in [1]. The analysis there, however, is an approximation for $x \gg r$ and a dense network with sensors independently waking up.
by increasing either $\rho$ or $R$. From (4)–(7), we have, w.p. 1, as $N \to \infty$

\[ \mathcal{E}_{\text{AdHoc}} = \min_{r \geq r_{\text{min}}} \frac{2R}{3r} \left[ \frac{E_{\text{tx}}(r)}{r^2} + (N - 1) \frac{r^2}{R^2} E_{\text{rx}} \right] \]

\[ = \begin{cases} O(\sqrt{N \log N}), & \rho \uparrow, \ r_0 = 0 \\ O(N), & \rho \uparrow, \ r_0 > 0 \\ O\left( \sqrt{N (\log N)^{\alpha - 1}} \right), & R \uparrow. \end{cases} \tag{8} \]

In all cases, the optimal transmission range in the asymptotic regime ($N \to \infty$) is given by $r_{\text{min}}$, defined in (5). When the network size $N$ is increased by increasing $\rho$, the energy consumed in listening dominates. When $N$ is increased by increasing $R$, the dominating factor is the transmission energy. We point out that when the network size $N$ is relatively small, or a perfect wake-up scheme is employed, the optimal transmission range may not be given by the minimum value $r_{\text{min}}$. Comprehensive studies on the tradeoff between long-hop and short-hop routing can be found in [27]–[30] and references therein.

D. Energy Efficiency of SENMA

In SENMA, the mobile AP positions itself at a random location and broadcasts a beacon to activate sensors in its coverage area. One activated sensor then transmits directly to the mobile AP $d$ meters away. Let $\theta_0$ denote the minimum angle of the coverage area [see Fig. 2(b)]. The total energy consumed by sensors in this process is given by

\[ \mathcal{E}_{\text{SENMA}} = \min_{\theta \geq \theta_0} \frac{d^2 \tan\theta}{R^2} NE_{\text{tx}} + E_{\text{tx}}(d) \]

\[ = \begin{cases} O(1), & \rho \uparrow, \ \theta_0 = 0 \\ O(N), & \rho \uparrow, \ \theta_0 > 0 \\ O(1), & R \uparrow \end{cases} \tag{9} \]

where the first term accounts for the listening energy consumed by all the sensors in the coverage area. Comparing (9) with (8), we see that when the network size $N$ is increased by increasing $R$, SENMA offers orders of magnitude of improvement over the flat ad hoc architecture in energy efficiency. In a dense network ($\rho \uparrow$), SENMA is more energy-efficient when the hardware constraint $\theta_0$ on the minimum coverage area is negligible. Shown in Fig. 3 is a numerical result on the ratio of the aggregated energy expenditure of flat ad hoc to that of SENMA as a function of the node density $\rho$. Typical transceiver power consumption values given in [21] are used. We see that when the hardware constraints on $r$ (for flat ad hoc) and $\theta$ (for SENMA) are negligible, SENMA offers significant improvement which increases with the size of the network. When the hardware constraints are significant, the improvement achieved by SENMA levels off when $\rho$ increases due to the identical scaling behavior of these two architectures.

A few caveats are necessary to put the comparison between the two architectures in perspective. In the energy analysis, we focus on the energy consumption of the battery-powered sensor nodes. The energy consumed by the mobile AP and the gateway node is not included. The energy consumed by the mobile AP may be significantly larger than that of the gateway node, especially in networks deployed over a large area. Compared with sensor nodes, however, the mobile APs are far less energy-constrained, and can be easily recharged. The basic idea of SENMA is to relieve the resource-constrained sensors from energy-consuming tasks such as routing by exploiting the mobility of a few powerful APs.

We realize that the gain in energy efficiency achieved by SENMA may come at a price of a longer delay in data collection, as compared with the flat ad hoc architecture. Each architecture may have its own domain of applications. A delay analysis can put the comparison of these two architectures in a fuller context, which we will focus on in the future.

III. Capacity Analysis

SENMA brings in some unique design issues that are not encountered under the multihop ad hoc architecture. For example, the position and trajectory of an aerial AP need to be controlled for optimal network operation. Another design issue is concerned with the interaction among multiple APs. In this section, we address these problems and study the capacity of SENMA (i.e., the maximum retrieval rate) from an information-theoretic perspective.

A. Problem Setup

In the analysis, it is assumed that the AP flies at an altitude $d$, and it can receive packets from angle $2\theta$ [Fig. 2(b)]. The angle and altitude determines the the coverage area of AP, which is a circle with radius $d \tan\theta$ and area $A = \pi d^2 \tan^2 \theta$. The AP continuously transmits a beacon to inform about its location. The sensors within the coverage area hear the beacon, wake up and send their data; the nodes outside the coverage stay in the sleep mode.

Consider a sensor network with $N$ sensors. We use a discrete-time block-fading model to represent the received signal at the AP

\[ y(t) = \sum_{i \in \mathcal{J}(t)} h_i(t)x_i(t) + n(t) \tag{10} \]

where $t$ is the block index (a block is a time unit of $T$ symbols), $\mathcal{J}(t) \subseteq \{1, \ldots, N\}$ is the set of nodes within the coverage in block $t$, $h_i(t) \in \mathbb{R}$ is the channel gain from sensor $i$ to the AP, and $x_i(t) \in \mathbb{R}^T$ the transmitted vector from sensor
In the block-fading model, the basic assumption is that the channel gain $h_i(t)$ and the coverage set $\mathcal{J}(t)$ stays constant during the block, and can change value between blocks. The noise $n(t) \in \mathbb{R}^2$ is white Gaussian with variance $\sigma^2$ (i.e., $\mathcal{N}(0, \sigma^2 I)$), and is independent and identically distributed (i.i.d.) in time. The sensors have a short-term average power constraint $P$, i.e., $(1/T) \sum_{t=1}^T x_i^2(t) \leq P$ for every $i$.

We assume that the AP coverage $\mathcal{J}(t)$ is a stationary (or periodic) process. In SENMA, the channel gains $h_i(t)$ are determined by the location of the mobile AP and the physical environment. For simplicity, we suppose that $\{h_i(t), t \geq 1\}$ form a stochastic process, i.i.d. for different $i$, and independent from $\mathcal{J}(t)$.

The sum-capacity of the system is given by

$$C = \frac{1}{2} \mathbb{E}_h \log \left( 1 + \frac{1 + P \sum_{i=1}^K h_i^2}{\alpha^2} \right)$$

(proof follows directly from similar arguments in [7]). To achieve this rate, it is assumed that the channel side information $h_i(t)$ is known at the mobile AP, but not at the sensors. Since $h_i$'s are i.i.d. and independent from $\mathcal{J}(t)$, (11) can be simplified to

$$C = \frac{1}{2} \mathbb{E}_K \mathbb{E}_h \log \left( 1 + \frac{1 + P \sum_{i=1}^K h_i^2}{\alpha^2} \right)$$

where $K$ is the random variable denoting the number of elements in $\mathcal{J}$.

### B. SENMA With Single Mobile AP

We will first focus on the problem of optimal coverage area for the mobile AP. Let the sensor density be $\rho$ sensors/m$^2$. In general, the number of sensors in the coverage $K$ is a random number. In the analysis, however, we will first consider the case that this number is deterministic. $K := \lfloor \rho A \rfloor$. Having obtained some intuition about the system behavior, we will later look at the situation with a random number of nodes.

Suppose that the channel gains of sensors $h_i(t)$ are i.i.d. Rician distributed. Rician distribution is appropriate, especially when there is a line-of-sight between the sensors and the receiver, which is the case in SENMA. We use the notation $h_i = \sqrt{\gamma/d^\alpha} + v$, where $\sqrt{\gamma/d^\alpha}$ is a deterministic scalar ($\alpha \geq 2$ is the attenuation coefficient), $v$ is complex Gaussian with zero mean and variance $\gamma/\kappa d^\alpha$ ($\kappa \cdot \lceil \cdot \rceil$ denotes the absolute value). The parameter $\kappa > 0$ is the ratio of the energy of the deterministic component to the energy of the random component.

A special case of the capacity expression (12) is when each $h_i^2$ is deterministic, and is equal to $\gamma/d^\alpha$. Substituting $h_i$'s and $K$, we get

$$C = \frac{1}{2} \log \left( 1 + \frac{\gamma/d^\alpha K P}{\alpha^2} \right)$$

$$= \frac{1}{2} \log \left( 1 + \frac{\gamma/d^\alpha \sum_{i=1}^K h_i^2}{\alpha^2} \right).$$

When $\alpha \geq 2$, we see that the number of sensors in the coverage grows proportional to $d^2$, however, the signal strength attenuates with a faster rate $1/d^\alpha$. Therefore, the sum-rate is maximized when $d$ is minimum and $K = 1$. In other words, to maximize the sum-rate, the mobile AP should fly as low as possible to boost the channel strength. Besides, the coverage area should be designed as small as possible, such that every time, the AP hears only from one sensor.

Next, we will look at the case with time-varying channels. The capacity upper bound

$$C = \frac{1}{2} \mathbb{E}_h \log \left( 1 + \frac{PK \sum_{i=1}^K h_i^2}{\alpha^2} \right)$$

$$\leq \frac{1}{2} \log \left( 1 + \frac{PK(\gamma/d^\alpha)(\kappa + 1)/\kappa}{\alpha^2} \right) = C'$$

follows from Jensen’s inequality [31]. This inequality is tight for large $K$, since when $K$ is large, the random variable $(1/K) \sum_{i=1}^K h_i^2$ smooths out, and approaches its mean $\gamma/d^\alpha$. Also $C' - C \to 0$ as $K \to \infty$, for a proof see [7]). From (14), we see that two main factors affect the sum-rate. First, having large $K$ is good, since the random variable $(1/K) \sum_{i=1}^K h_i^2$ gets smoother, and $C$ approaches its upper bound $C'$. However, having large $K$ (keeping $\rho$ constant) also means that $d$ is large, and the signal strength $\gamma/d^\alpha$ attenuates too much. Tradeoff between these two factors yields that the optimal value of $K$, in general, is neither equal to one nor unbounded; it is somewhere in between. The numerical evaluation of $C$ and $C'$ confirms this intuition (Fig. 4(a), also see [32]). In numerical evaluation we have observed, however, that in several cases ($\alpha \geq 2.5$, or SNR is small, or $\kappa$ is large) $K = 1$ is either optimal or very close to the optimal.

We are now in a position to relax the assumption that there are exactly $K$ sensors in coverage. For simplicity, suppose that $K$ is Poisson with mean $\mathbb{E} K = \rho A$. The numerical results are presented in Fig. 4(b) and [32]. The major difference between random and deterministic $K$ is that when $K$ is random, there is always a possibility of empty coverage. To avoid this situation, $\mathbb{E} K$ should not be chosen too small. However, as we have seen in the deterministic case, because of signal attenuation, $\mathbb{E} K$ should not be too large, either.

Notice that the capacity with random $K$, but fixed $h_i = h$, satisfies

$$C = \frac{1}{2} \mathbb{E}_K \log \left( 1 + \frac{P \sum_{i=1}^K h_i^2}{\alpha^2} \right) \leq \frac{1}{2} \log \left( 1 + \frac{P h \mathbb{E} K}{\alpha^2} \right)$$

from Jensen’s inequality. A trajectory with fixed number of nodes within coverage $\mathbb{E} K$ achieves this upper bound; such a trajectory is sum-rate-optimal if it exists. In general, the above bound indicates that the lower the variation in $K$, the higher the capacity.

So far we have analyzed the network capacity with constant sensor density. We will next consider the case where the flying altitude $d$ is fixed, but $\rho$ is varying. This scenario is important when the mobile AP can not get any closer to the ground than $d$ meters due to the physical conditions. In such a case, one would consider increasing the sensor density to improve the network capacity (from (12), observe that $C'$ increases proportionally with $K$; the greater the number of sensors, the higher the
total transmission power, and therefore, the network capacity). For increasing $\rho$ and fixed $d$ (10 m), numerical evaluation of the capacity formula (12) is given in Fig. 4(c) and [32]. One normally would expect the capacity to be proportional to the logarithm of the average number of sensors (this follows from (12), where the term inside the logarithm is proportional to the number of sensors $K$). However, surprisingly, in Fig. 4, there is almost a linear correspondence between the network capacity and the network density. This is due to the fact that the sensor SNRs are small (this is the so-called wideband regime [33]), and the logarithm behaves like a linear function ($\log(1+x) \approx x$ for small $x$). The conclusion is that increasing the network density is an effective way of improving the network capacity in low-power sensor networks.

C. SENMA With Multiple Noncooperative Mobile APs

In this section, we will first analyze the SENMA with two mobile APs, and then discuss generalizations to multiple APs. Let $J_1(t)$, $J_2(t)$ denote the location of two mobile APs in block $t$. Each mobile AP activates only its own coverage area. The received signal $y_i$ at AP $i = 1, 2$ is given by

$$y_1 = \sum_{i \in J_1} h_i^1 x_i + \lambda(J_1, J_2) \sum_{i \in J_2 \setminus J_1} h_i^2 x_i + n_1$$

$$y_2 = \sum_{i \in J_2} h_i^2 x_i + \lambda(J_2, J_1) \sum_{i \in J_1 \setminus J_2} h_i^1 x_i + n_2$$

(16)

(the time index is suppressed for notational convenience). This notation is a natural extension of the one in previous subsection; $h_i^1 \in \mathbb{R}$ is the channel gain from sensor $i$ at the $r$th AP. As previously, we assume that the channel gains $h_i^k$ are i.i.d. Rician in time and amongst users. The parameter $\lambda(J_1, J_r) \in \mathbb{R}$ is the attenuation of signal transmitted from the $k$th coverage area to the $r$th AP. $\lambda$ is a function of distance between $J_1$ and $J_2$, which is strictly decreasing with distance and upper bounded by 1.7. As a technical requirement, we suppose that the AP locations $J_1$, $J_2$ follow a stationary plan (which can be periodic or random, according to an ergodic process).

When the APs do not have access to each other’s received signals, we say that they do not cooperate. In this case, the problem belongs to the class of interference channels whose capacity is yet unknown [34]. However, we know that certain rates are achievable when the sensors use Gaussian signaling, and the interference appears as Gaussian noise. Under this assumption, the interference comes to the denominator in the usual $\log(1 + SNR)$ capacity expression, and the sum-rate

$$R_n = \frac{1}{2} E_{J_1, J_2} \mathbb{E}[h_1^1 h_2^2]$$

$$\times \left[ \log \left( 1 + \frac{P \sum_{i \in J_1} (h_i^1)^2}{\sigma^2 + P \lambda^2(J_1, J_2) \sum_{i \in J_2 \setminus J_1} (h_i^2)^2} \right) \right.$$  

$$\left. + \log \left( 1 + \frac{P \sum_{i \in J_2} (h_i^2)^2}{\sigma^2 + P \lambda^2(J_2, J_1) \sum_{i \in J_1 \setminus J_2} (h_i^1)^2} \right) \right]$$

(17)

is achievable; a rigorous proof follows from [7, Th. 1]. This is the summation of the rates achieved by the first and second APs. To achieve (17), the first AP needs to know instantaneous signal-to-interference-plus-noise ratios

$$\frac{P (h_i^1)^2}{\sigma^2 + P \lambda^2(J_1, J_2) \sum_{i \in J_2 \setminus J_1} (h_i^2)^2}$$

of sensors within its coverage, and similarly, so does the second AP.

To compute (17), one needs to take expectation with respect to the location of APs $J_1$, $J_2$ that are interpreted as random variables. Distribution of these two random variables is a design parameter, and its optimal value determines how the trajectory and relative positions of APs should be. To optimize the distribution of $J_1$, $J_2$, observe the following upper bound on $R_n$:

$$R_n \leq \frac{1}{2} E_{J_1, J_2} \mathbb{E}[h_1^1 h_2^2] \left[ \log \left( 1 + \frac{P \sum_{i \in J_1} (h_i^1)^2}{\sigma^2} \right) \right.$$

$$\left. + \log \left( 1 + \frac{P \sum_{i \in J_2} (h_i^2)^2}{\sigma^2} \right) \right]$$

(19)

This upper bound can be achieved arbitrarily closely if and only if $\lambda(J_1, J_2) \approx 0$ w.p. 1. This result says that to maximize the
sum-rate in (17), the mobile APs should fly as separately as possible. In this way, the interference problem is avoided.\footnote{Interestingly, the case without interference provides an upper bound not only on $R_{n}$, but also on the capacity of the interference channel \cite{31}. Hence, the flying-apart strategy also maximizes the capacity of the interference channel.}

We see that the upper bound in (19) is twice the capacity with single AP (12). Since the expressions are the same, the discussion about optimal choice of $K$ and flying altitude in the previous section applies also to noninterfering multiple APs. When there are more than two APs, say, there are $L$ of them, as long as the APs do not interfere with each other, the achievable rate is $L$ times the capacity with single AP. When $L$ is too large, interference between APs becomes unavoidable, and the sum-rate no longer increases linearly with $L$.

D. SENMA With Cooperative Mobile APs

In this section, we will examine the case where the mobile APs have access to each other’s signals (i.e., the APs cooperate in reception). This is possible, for example, when the APs pass their received signal to a satellite, and the signals are decoded jointly at the satellite.

The system with cooperative APs can be viewed as a MAC channel with multiple receive antennas. A crucial parameter affecting the system performance is the coupling $\lambda(J_1,J_2)$ between these antennas, which is determined by the distance between APs. The main result of this section is that high coupling is desirable when the SNR low, but zero coupling is the best at high SNR. This result, for example, implies that if the SNR is high, cooperation is not useful (the best rate with cooperation is same as the best noncooperative rate). However, at low SNR, cooperation can improve the achievable rate up to two times.

Another factor which affects the performance is the existence of overlap between coverage areas. APs getting too close to each other improves the coupling at the cost of reducing the total number of transmitting sensors [Fig. 5(c)]. The fewer number of transmitters, the lower the capacity, as it is the case with single AP. This is particularly a problem at low SNR, where high coupling is desirable. We also investigate this tradeoff in the following.

Throughout this section, for simplicity, we assume that the number of sensors $K$ within coverage is deterministic. We first focus on the case that the coverage areas are nonoverlapping. This means that the coupling varies between $\lambda = 0$ [Fig. 5(a)] and $\lambda = \lambda_0$, which denotes the highest $\lambda$ without overlap [Fig. 5(b)]. We then consider the possibility of overlap, and find the optimal strategies at high and low SNR.

With cooperative APs, the system equation is same as the one in the noncooperative case. But unlike the noncooperative scenario, the information-theoretic limits with cooperating APs is well established (with cooperation, the system is a special case of the multiaccess channel). In case of no overlap, the sum-capacity is given by (20), shown at the bottom of the page, where $h_{ij}^{K}$ is distributed i.i.d. with distribution the same as $h_{ij}^{K}$ (see Appendix A for a proof).

To analyze the system behavior, we first consider the case that the channel gains are constant $h := h_{ij}^{K}$. Notice that the quantity in expectation in (20) depends on $\lambda(J_1,J_2)$. Therefore, we can express $R_c$ as an expectation over $\lambda$, treating $\lambda$ as a random variable. Substituting constant $h$, the $R_c$ simplifies to

\begin{equation}
R_c = \mathop{\mathbb{E}}_{\lambda} \frac{1}{2} \left[ \log \left( 1 + \text{SNR}_T (1 - \lambda)^2 \right) + \log \left( 1 + \text{SNR}_T (1 + \lambda)^2 \right) \right]
\end{equation}

where $\text{SNR}_T := h^2 K P / \sigma^2$ (total SNR).

Next, we will maximize

\begin{equation}
\lambda(\lambda) = \frac{1}{2} \left[ \log \left( 1 + \text{SNR}_T (1 - \lambda)^2 \right) + \log \left( 1 + \text{SNR}_T (1 + \lambda)^2 \right) \right]
\end{equation}

in (21) with respect to $0 \leq \lambda \leq \lambda_0$. The maximum provides an upper bound to $R_c$. Furthermore, the maximizing $\lambda$ can be converted to the optimal distance between APs, and enables us to determine the optimal strategy with multiple APs.

Lemma 1: The $\lambda(\lambda)$ attains its maximum at $\lambda = \lambda_0$ if

\begin{equation}
\text{SNR}_T \leq \frac{2}{2 - \lambda_0^2}
\end{equation}

and at $\lambda = 0$ otherwise.
Note that the lemma implies that if SNR$_T$ is above the critical threshold (22), cooperation does not help, i.e., the optimal $\lambda$ is zero, and the best cooperative rate is same as the noncooperative rate. The lemma also implies that $r(\lambda)$ happens to be maximum either at $r(\lambda_0)$ or at $r(0)$, which correspond to two different strategies; flying in formation in the former case, and to fly apart in the latter case. To obtain a better idea about the relative performance of these strategies, the ratio $r(0)/r(\lambda_0)$ is plotted in Fig. 6.

Some numerical results about the sum-rate with time-varying Rician channels are given in Fig. 7. This case is harder to analyze, and we resort to the numerical evaluations. As in the deterministic case, we define $r(\lambda_0)$ as the rate achieved when the APs are neighboring $[\lambda(J_1, J_2) = \lambda_0$ w.p. 1 in (20)], and $r(0)$ as the rate achieved when the APs are always apart ($\lambda(J_1, J_2) = 0$). From Fig. 7, we see that the intuition from the deterministic channels largely carries over to the random channels (i.e., flying in formation is better when SNR is low; otherwise, flying apart is better). However, the gain of flying together, compared with flying apart, significantly varies depending on the network parameters.

Next, we will consider overlap in coverage areas. For simplicity, assume that the channel gains $h$ are constant. We use $\beta \in \{0, (1/K), (2/K), \ldots, 1\}$ to denote the fraction of sensors covered only by a single AP (i.e., each AP has $\beta K$ sensors only in its own coverage, and $(1-\beta)K$ sensors covered by both APs). We view $\beta$ as function of $\lambda$ ($\lambda$ determines the distance between APs, and the distance determines $\beta$). The cooperative rate, allowing overlap, is given by

$$R_c = E_{\lambda} \frac{1}{2} \left[ \log \left( 1 + \beta \text{SNR}_T (1 - \lambda)^2 \right) 
+ \log \left( 1 + 2(1 - \beta) \text{SNR}_T + \beta \text{SNR}_T (1 + \lambda)^2 \right) \right]$$

(23)

(see Appendix B for a proof). As before, define $r(\lambda)$ as the function inside the expectation.

At low SNR$_T$, we have the approximation

$$r(\lambda) \approx \frac{1}{2} \left[ \beta \text{SNR}_T (1 - \lambda)^2 + 2(1 - \beta) \text{SNR}_T 
+ \beta \text{SNR}_T (1 + \lambda)^2 \right]$$

$$= \text{SNR}_T (1 + \lambda)^2.$$ (24)

More precisely, we have $r(\lambda)/\text{SNR}_T (1 + \beta \lambda^2) \to 0$ as SNR$_T \to 0$. (This comes from the Taylor series expansion of $\log(1 + x) = x + O(x^2)$ for $|x| < 1$.) So at low SNR, the optimal coupling (and, coverage) is the one that maximizes $\beta \lambda^2$; the optimal strategy is either flying together (no overlap) or partial overlap. Full overlap is never optimal since it corresponds to $\beta = 0$.

At high SNR

$$r(\lambda) \approx \frac{1}{2} \left[ \log(\beta \text{SNR}_T (1 - \lambda^2)) 
+ \log(2(1 - \beta) \text{SNR}_T + \beta \text{SNR}_T (1 + \lambda)^2) \right]$$

$$= \frac{1}{2} \left[ \log \left( \text{SNR}_T^2 (1 - \lambda^2) (2\beta(1 - \beta) + \beta^2(1 + \lambda)^2) \right) \right]$$

$$= \frac{1}{2} \left[ \log \left( \text{SNR}_T^2 (1 - \lambda^2) (2\beta + \beta^2 [(1 + \lambda)^2 - 2]) \right) \right].$$ (25)

We need to maximize the last expression with respect to $\lambda$ and $\beta$ (which is a function of $\lambda$). Instead of this doing this, we consider an upper bound by maximizing over a rectangular domain $0 \leq \beta \leq 1$, $0 \leq \lambda \leq 1$ where $\beta$ and $\lambda$ are not coupled. Fix $\lambda \leq 1$, optimize the function inside the logarithm with respect to $0 \leq \beta \leq 1$. This is a quadratic, which is concave down. Hence, it is increasing from $\beta = -\infty$ to the point where its derivative is zero, i.e.,

$$2 + 2\beta [(1 + \lambda)^2 - 2] = 0 \Rightarrow \beta = \frac{1}{2 - (1 + \lambda)^2}.$$

This $\beta$ exceeds 1. Therefore, the quadratic is maximized at $\beta = 1$. Substituting $\beta = 1$ and continuing from (25)

$$\leq \max_{0 \leq \lambda \leq 1} \frac{1}{2} \log \left\{ \text{SNR}_T^2 (1 - \lambda^2) \right\}$$

$$\leq \frac{1}{2} \log \left\{ \text{SNR}_T^2 \right\}$$

$$\leq \frac{1}{2} \log (1 + \text{SNR}_T^2).$$ (26)

The last rate is the one achieved when flying apart. Inequality (26) becomes equality only if $\lambda = 0$. Hence, we see that the flying-apart strategy is the best at high SNR.

E. A General Approach to SENMA With Multiple Cooperative APs

In this section, we generalize the analysis done for two mobile APs to arbitrary number of APs. We provide general formulas for the sum-capacity with arbitrary number of APs, and show that the optimal strategy is same as that with two APs: if the total SNR is low, then the APs should fly in formation. At high SNR, however, it is best to place APs as far apart as possible.

Consider the scenario that there exists $L$ mobile APs, each with $K$ sensors in their coverage. First, assume that the coverage areas of APs are disjoint, and the signal strength from the $i$th coverage area to $j$th APs is attenuated by $\lambda(J_i, J_j)$. Then, the sum-capacity is given by

$$R_c = \frac{1}{2} E_{\lambda_1, \ldots, \lambda_L, \lambda_1^t, \ldots, \lambda_L^t} \log \det \left[ I + \frac{P}{\sigma^2} \mathbf{A} \mathbf{A}^t \right]$$

(27)

where the entries of matrix $\mathbf{A} \mathbf{A}^t$ are given by

$$\mathbf{A} \mathbf{A}^t = \sum_{l=1}^L \sum_{i=1}^K \lambda(J_i, J_l) \sum_{m=1}^M h_{i,m}^n h_{l,m}^n.$$
The optimal strategy is to let
\[ R_c = \frac{1}{2} \sum_{i,j} \log \det \left[ I + \text{SNR}_T AA^T \right] \]  
(28)

where \( \text{SNR}_T \) is defined as before, and \( (AA^T)_{n,m} = \sum_{i,j=1}^L \lambda(J_i, J_j) \). We make these natural assumptions for the following lemma:

\[ \lambda(J_i, J_j) = 1, \quad 0 \leq \lambda(J_i, J_j) \leq 1, \quad \text{and} \quad \lambda(J_i, J_j) = \lambda(J_j, J_i) \]

\( i \neq j \ac possessing convergence areas.

1. At high SNR \( (\text{SNR}_T \to \infty) \), the optimal strategy is to let mobile APs fly as far apart as possible, i.e., \( \lambda(J_i, J_j) = 0 \quad \forall i \neq j \).

2. At low SNR \( (\text{SNR}_T \to 0) \) the optimal strategy is the one that maximizes \( \sum_{i,j=1}^L \lambda(J_i, J_j) \) with respect to \( J_1, \ldots, J_L \). This corresponds to mobile APs flying as close as possible.

**Proof:** We need to maximize \( \log \det \left[ I + \text{SNR}_T AA^T \right] \) with respect to \( J_1, \ldots, J_L \). As \( \text{SNR}_T \to \infty \), we have the asymptotic expression

\[ \log \det \left[ I + \text{SNR}_T AA^T \right] \approx \log(\text{SNR}_T) + 2 \log |\det A|. \]  
(29)

Since the matrix \( A \) is symmetric and each of its entries are in \([0, 1]\), we can use the Hadamard inequality [31] to get

\[ 2 \log |\det A| \leq 2 \log \prod_{i=1}^L A_{ii} \], with equality if and only if \( A_{ij} = 0 \quad \forall i \neq j \). This exactly gives the condition for optimality at high SNR.

As \( \text{SNR}_T \to 0 \), we have the Taylor series expansion

\[ \log \det \left[ I + \text{SNR}_T AA^T \right] \approx \text{SNR}_T \text{tr}(AA^T) \]  
(30)

where \( \text{tr}(\cdot) \) denotes the trace of a matrix. Hence, the optimal strategy at low SNR should maximize \( \text{tr}(AA^T) = \sum_{i,j=1}^L \lambda^2(J_i, J_j) \). For the \( \lambda \)'s to be large, the APs need to be as close as possible.

**Lemma 2** addresses APs without overlapping coverage areas. We will consider overlapping coverage next. To this end, let \( \beta_S, S \subset \{1, \ldots, K\} \) denote the fraction of nodes that are in the joint coverage of the APs in \( S \). Notice that there are \( 2^K - 1 \) such possible regions for nodes, \( 0 \leq \beta_S \leq 1 \) and \( \sum_S \beta_S = 1 \) for each \( S \). In short, the \( \beta_S \) notation generalizes the \( \beta \) notation in the previous section to multiple APs. As before, \( \beta_S \) is a function of the AP locations \( J_1, \ldots, J_L \), but we will not write this dependency explicitly to simplify the notation. Another notation we need to generalize is \( \lambda(S, J_i) \), which is the attenuation of channel gains from the joint coverage of \( S \subset \{1, \ldots, K\} \) to the \( i \)th AP.

In case of identical channel gains, the sum-rate of the SENMA with overlapping coverage areas is given by

\[ R_c = \frac{1}{2} \sum_{i,j} \log \det \left[ I + \text{SNR}_T AA^T \right] \]  
(31)

where the matrix is now given by \( (AA^T)_{n,m} = \sum_{S \subset \{1, \ldots, L\}} \beta_S \lambda(S, J_i) \lambda(S, J_m) \) (see Appendix C for the proof). The following lemma generalizes Lemma 2.

**Lemma 3:** In a network with \( L \) mobile APs with overlapping coverage areas, the strategy that maximizes \( \text{det} (AA^T) \) and \( \sum_{i=1}^L \sum_{S \subset \{1, \ldots, L\}} \beta_S \lambda^2(S, J_i) \) with respect to \( J_1, \ldots, J_L \) maximizes the sum-capacity at high and low SNRs, respectively.

**Proof:** Follows from (29) and (30).

At low SNR, an interpretation of the capacity-maximizing strategy is that the mobile APs should fly close enough to maximize \( \lambda \)'s, however should fly apart enough so that a large area is covered. Where the optimal point lies is dependent on the number of APs and the explicit structure of \( \lambda \).
Delay and total data-collection time are other important metrics besides capacity. These metrics are inversely proportional with each other, because if the mobile APs take longer to traverse the network and collect all data, then sensors have to wait longer before each AP visit.

Total data-collection time has a curious relationship with the coverage area of APs. In Section III, we argued that smaller coverage, which means lower flying altitude, generally increases the capacity. Smaller coverage, on the other hand, also increases the data-collection time, because the mobile takes longer to traverse the network. The relationship between coverage area and the travel time in a two-dimensional network are exemplified in Fig. 8. Here, it is obvious that the travel time at constant speed is proportional to $L^2/(2r)$ (travel time along the x-axis is about $L/v$, where $v$ is the velocity. The mobile has to scan the area $L/(2r)$ times horizontally).

Larger coverage, however, does not always mean reduced travel time. If the mobile travels at higher altitude, then the capacity is also decreased, implying that the mobiles have to roam slower to collect all data. Here, we are seeing two ends of an interesting tradeoff: 1) in the “mobile-speed-limited” regime, there is abundant capacity, although the travel time is large; 2) in the “capacity-limited” regime, the mobile could traverse the network faster, but data throughput limitations do not allow that. In practice, the mobile altitude should be chosen such that the network has abundant capacity to allow fast data transfer, but also the mobiles also have sufficient coverage to travel the network faster.

IV. CAPACITY VERSUS DELAY AND TOTAL DATA-COLLECTION TIME

Delay and total data-collection time are other important metrics besides capacity. These metrics are inversely proportional with each other, because if the mobile APs take longer to traverse the network and collect all data, then sensors have to wait longer before each AP visit.

Total data-collection time has a curious relationship with the coverage area of APs. In Section III, we argued that smaller coverage, which means lower flying altitude, generally increases the capacity. Smaller coverage, on the other hand, also increases the data-collection time, because the mobile takes longer to traverse the network. The relationship between coverage area and the travel time in a two-dimensional network are exemplified in Fig. 8. Here, it is obvious that the travel time at constant speed is proportional to $L^2/(2r)$ (travel time along the x-axis is about $L/v$, where $v$ is the velocity. The mobile has to scan the area $L/(2r)$ times horizontally).

Larger coverage, however, does not always mean reduced travel time. If the mobile travels at higher altitude, then the capacity is also decreased, implying that the mobiles have to roam slower to collect all data. Here, we are seeing two ends of an interesting tradeoff: 1) in the “mobile-speed-limited” regime, there is abundant capacity, although the travel time is large; 2) in the “capacity-limited” regime, the mobile could traverse the network faster, but data throughput limitations do not allow that. In practice, the mobile altitude should be chosen such that the network has abundant capacity to allow fast data transfer, but also the mobile APs also have sufficient coverage to travel the network faster.

V. CONCLUSION

We considered the SENMA architecture for sensor networks. We first analyzed its energy consumption, and compared it with that of the multihop ad hoc architecture. We argued that SENMA achieves significant energy savings by shifting the responsibility of routing and network control from sensors to the mobile APs. We then considered the design of network parameters such as mobile AP’s flying altitude, trajectory, and coverage. We also investigated the case with multiple APs both for noncooperative and cooperative receptions.

One may question whether it is realistic to rely on low-power sensors to reach mobile APs far away. This concern is mild for APs which are low-altitude aerial or ground-based. For general mobile APs, schemes have been developed in [4], [6], and [9] that allow transmission to distances that normally would not be reachable. The key is to trade the size of the network for power efficiency by exploiting multiuser diversity via opportunistic transmissions, an idea that has been proposed in an information-theoretic setting [35], [36].

SENMA is most relevant to applications where a large number of inexpensive and low-power sensors are deployed, and the data is low-rate and delay-tolerant. This architecture is, perhaps, less applicable for extremely delay-sensitive applications. In such applications, the trajectory of mobile AP may need to be controlled, depending on field readings and delay requirements. Algorithms for such control and analysis of tracking performance constitute an interesting area for future work.

APPENDIX

A. Achievable Rate With Cooperation

Recall the assumptions that the coverage areas do not overlap, and each coverage area has $K$ users. These enable us to rewrite (20) as

$$y_1 = \sum_{i=1}^{K} h_{k,i,1}^1 x_{i,1} + \lambda(J_1, J_2) \sum_{i=1}^{K} h_{k,i,2}^1 x_{i,2} + n_1$$

$$y_2 = \sum_{i=1}^{K} h_{k,i,2}^2 x_{i,2} + \lambda(J_1, J_2) \sum_{i=1}^{K} h_{k,i,1}^2 x_{i,1} + n_2$$

where we use a second subscript in $h$ and $\lambda$ to refer to the coverage area from which the signal is coming, i.e., $x_{i,j}$ refers to the symbol of the $i$th sensor in the $j$th coverage area, and $h_{j,i}^k$ is its channel gain to the $k$th AP. Following arguments in [8], it is easy to see that Gaussian codebooks achieve the capacity, and the maximum sum-rate is given by $I(\hat{x}_{i,j}; y_1, y_2)$ for fixed $\{h_{j,i}^k\}$, $J_1$, $J_2$ is given by $(1/2) \log \det (I + (P/\sigma^2)A^TA)$ (see, e.g., [37]), where we have

$$A := \begin{bmatrix}
  h_{k,1}^1 & \cdots & h_{k,1}^K \\
  \lambda(J_1, J_2) h_{k,1}^1 & \cdots & \lambda(J_1, J_2) h_{k,1}^K \\
  h_{k,2}^1 & \cdots & h_{k,2}^K
\end{bmatrix}$$
the result found in the equation at the top of the page. We get (20) by averaging the log det expression over \( \{h_{i,j}\}, J_1, J_2 \).

**B. Proof of Equation (23)**

The cooperative system with overlap can be represented by a transfer matrix, as in the nonoverlap case shown in (33) at the top of the page (\( \lambda(J_1, J_2) \) is abbreviated as \( \lambda \) for compactness). This matrix is such that the first \( \beta K \) columns are channel gains from sensors only in the first AP’s coverage, the middle \((1-\beta)K\) columns are sensors in both coverages, and the last \(\beta K\) is only in the second AP’s coverage. After some algebra, expectation of \((1/2) \log \det(\mathbf{I} + (P/\sigma^2)\mathbf{AA}^t) \) gives (23).

**C. Proof of Equation (31)**

Equation (31) is obtained in the same way as (23) is obtained, shown in Appendix B. The main difference in the case of \( L \) mobile APs is that there exist \( 2^L - 1 \) blocks in the matrix \( \mathbf{A} \) defined in (33). There exist \( 2^2 - 1 = 3 \) blocks in (33), since there are only two APs. Writing the analogous equation for (33) immediately gives (31).

**D. Proof of Lemma 1**

The function \( r(\lambda) \) is twice differentiable, therefore, its maximum occurs either at \( r'(\lambda) = 0 \) or at the boundaries of the domain \( 0 \leq \lambda \leq \lambda_0 \). Observe that

\[
r'(\lambda) = \frac{\text{SNR}_T(\lambda - 1)}{1 + \text{SNR}_T(\lambda - 1)^2} + \frac{\text{SNR}_T(\lambda + 1)}{1 + \text{SNR}_T(\lambda + 1)^2}.
\]

Therefore, \( r'(\lambda) = 0 \) if and only if

\[
(\lambda - 1) \left(1 + \text{SNR}_T(\lambda + 1)^2\right) + (\lambda + 1) \left(1 + \text{SNR}_T(\lambda - 1)^2\right) = 2\lambda \left[1 + \text{SNR}_T(\lambda^2 - 1)\right]
\]

(34) is zero. The only positive root of this equation is \( \lambda = \sqrt{1 - 1/\text{SNR}_T} \), which is real only for \( \text{SNR}_T \geq 1 \). Assuming that this is the case, compute

\[
r \left(\sqrt{2/\text{SNR}_T - 1/\text{SNR}_T}\right) = \frac{1}{2} \log(4\text{SNR}_T).
\]

(35)

Observe that this number is \( \leq r(0) = (1/2) \log(1 + \text{SNR}_T) \). Therefore, the possibilities for the extremum reduce to \( \lambda = 0 \) and \( \lambda = \lambda_0 \). The rest is straightforward algebra to show that

\[
r(0) \leq r(\lambda_0) \quad \Leftrightarrow \quad \text{SNR}_T \leq \frac{2}{2 - \lambda_0^2}.
\]
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